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## Applications:

- A form similar to $T_{n}$ arises as the Hamiltonian of the Ising model in Statistical Physics, in absence of an external magnetic field.
- Asymptotics of $T_{n}$ often used in the study of coincidences, for example, the Birthday problem. What is the probability that there are two friends in a friendship network $G_{n}$ with birthdays on January 1?
- Various graph based nonparametric two-sample tests in Statistics are functions of $T_{n}$. In particular, the Bahadur slopes of these statistics can be computed using a large deviation theory for $T_{n}$ proved by us.
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- $\lim _{K \rightarrow \infty} \lim _{n \rightarrow \infty} \frac{1}{2} \int_{K}^{\infty} \int_{K}^{\infty} W_{n}(x, y) d x d y=\lambda$.
- There exists an integrable function $d:[0, \infty) \mapsto[0, \infty)$, such that for all $K \in \mathbb{N}$ large enough,

$$
\left(U_{K}, d_{n}\left(U_{K}\right)\right) \xrightarrow{D}\left(U_{K}, d\left(U_{K}\right)\right),
$$

where $U_{K}$ is a uniform random variable on the interval $[0, K]$.

## Main Result:

Under the assumptions in the previous slide, $T_{n} \xrightarrow{D} Q_{1}+Q_{2}+Q_{3}$, where

- $Q_{3} \sim \operatorname{Poisson}(\lambda)$, and is independent of $\left(Q_{1}, Q_{2}\right)$,
- $Q_{2}$ conditional on some random variable $R_{2}$ has a $\operatorname{Poisson}\left(R_{2}\right)$ distribution,
- The joint moment generating function of $Q_{1}$ and $R_{2}$ is given by:

$$
\mathbb{E} e^{-s Q_{1}-t R_{2}}=\mathbb{E} \exp \left\{\frac{1}{2} \int_{0}^{\infty} \int_{0}^{\infty} \phi_{W, s}(x, y) d N(x) d N(y)-t \int_{0}^{\infty} \Delta(x) d N(x)\right\}
$$

where
(3) $\phi_{W, s}(x, y)=\log \left(1-W(x, y)+W(x, y) e^{-s}\right)$,
(3) $\Delta(x)=d(x)-\int_{0}^{\infty} W(x, y) d y$ and
(0) $\{N(t): t \geq 0\}$ is a homogeneous Poisson process of rate 1 .
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## Dense Graphs and a Converse

If $G_{n}$ is a sequence of dense graphs converging in cut distance to a graphon $W$, then $Q_{2}=Q_{3}=0$ and $\Delta \equiv 0$. Conversely, for any sequence of dense graphs with $p_{n}^{2}\left|E\left(G_{n}\right)\right|=O(1)$, the limiting distribution of $T_{n}$, if exists, must be of the above form for some symmetric, measurable, integrable $W:[0, \infty)^{2} \mapsto[0,1]$.
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## Answer: By Partitioning the Graph
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as $n \rightarrow \infty$ followed by $\varepsilon \rightarrow 0$.

- The Poisson term $Q_{3}$ comes as a limit of $T_{n, 3}$.
- $\left(Q_{1}, Q_{2}\right)$ appears as the limit of $\left(T_{n, 1}, T_{n, 2}\right)$, by an edge-independent random graph planting argument.
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